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Status

SeaDataCloud

Elle Eon View Higtory Bookmarks Tools Help ) )
P . e &S [ Mipsmontoring companycommapios | Overview of hosts and services | (

N Nagios -+ v

Nagios Il e T A well organized nagios moniforing ox
General :'x::m'm's Wl o 0 o B o 0 o [ o

G W e e used mainly for fabric monitoring.

ey For Al Hogt Groues
i For A Host Gros

* Tactical Overview
® Service Detall

* Most Detall 05t sm‘u . - o

# Mostgroup Overview Status Last checked Time in this state Details
® Mostgroup Summary

* Hostgroup Grid

* Servicegroup Overview

® Servicegroup Summary

# Servicegroup Grid
# Status Map bxaos AR e 20081102 182223 10 180 36m 225 PING OK - Packet Ioss = 0%, RTA = 0.12 ms
# 3-D Status Map

# Service Problems
* Unhandled

® Host Problems
* Unhandled

® Network Outages

* Comments

1 Matching Host Enries Displayed

List of services at a host

* Downtime

* Process Info
* Performance Info
* Scheduling Queue

Reporting

* Trends

® Availability

® Alert Histogram

® Alert History

® Alert Summary v

hitpfmonitoring company comicgl-bindnagios ¥status cgi?hosigroup=allésteshostdetall . i

<>




B New Goal

Elle Eot View Higtory Bookmarks Jools Help
< . @ £3 18] nawamontorng company.comagk ‘ Overview of hosts and services |

s L R e A well organized nagios Mmoniforing box
| I used mainly for fabric monitoring.

: ®

- M
» umentati
Geid For Al
* Tactical Overview
.
lew Stat
erview
ma
id
A
.

us | |Last checked ostStatu Time in this state @aﬁ
G 2008.11.02 182223 161M%m2s  PINGOK- Pacietioss = 0%, RTA=0.12ms
éﬁ To adopt the existing SeaDataNet I| monitoring to

the new SeaDataCloud components, while
updating and optimising it. 2 ARGO Monitoring

General goals: Information for the users and
stakeholders of the systfem on the overall
availobllity of provided services.




ﬂ SeaDataCloud

i

WPO.S5 Time Plan

Bu MG: Requirements gathering

By MO: Architecture details defined and development plan in
place

MI2 - MI&: Further developments and development of initial probes

MIS - M2L: Testing and preparation for production use of the
ARGO monitoring service

M2L- SDC ARGO Monitoring in production including inifial set of
services being monitored

M3L: SDC ARGO Monitoring for the full set of the SDC services and
deployment of the neus ARGO Portal

¢ EH



B The Journey

Monitoring in SeadataNet

M18 M22
| A Monitoring Monitoring is
Project Started Initialigation up

o T vy
* .
% .
a .
r .
’ n
. L]
, .
\y .
. “
«
Ll L] L] s
L]
L]

; M14

M6 Topology is ready M20
Requirements Preparing
gathering the probes
(what to
check)
Internal Demo is

online
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B The Journey

Monitoring in SeadataNet

M29 M34
V23 NS Final
Demo is online M24 Prqbes W icnt
Production
v M27 '
M24 Notifications M30
i New
High
Availability Probes
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B2 Ihaot did we Jdeliver

Today we managed fo ..

\|||\l|h\IIIWIIHIII\WIHIIL.W..". Monitored
services based on
users behaviour

Documentatfion
where needed

- High Availabilit
& igh Avallability

" oo

o
N
————— e _\
=

ii.' Status Pages for

Monitored the users
Replication Managers P e
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SeaDataCloud

Topology

Infrastructure topology

>

A central registry to record information about the topology of the SDC
e-Infrastructure. This information includes contact addresses (e.g. site

contact, site security contact, site support contact] as well as

resources and services being provided by each site, and scheduled

douwuntimes.

Name $ NGI ¢ Infrastructure diam04.0gs.trieste.it
FZ-JUELICH SDC-ALL Production dimgr.viiz.be
dm.bmdc.be
IGME-GR SDC-ALL Production B
dm.bod-mhi.ru
GRNET SDC-ALL Production
dm.dhmo.org.ua
BODC SDC-ALL Production dm.gamta.it
dm.hafro.is
BSH SDC-ALL Production dm hidrografico pt
0GS SDC-ALL Production et
dm.ocean.ru
CNR SDC-ALL Production dm.oceanography.ru
dm.uhmi.org.ua
ENEA SDC-ALL Production :
dmnodc.ogs.trieste.it
ISMAR SDC-ALL Production dnauiiopan adapt
downloadmanager.smhi.se
ISAC SDC-ALL Production edmerp.seadatanet.org
| ———— T edmo.seadatanet.org

emodnet.ioma.ot

eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.replicationmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.downloadmanager
eu.seadatanet.org.qui-edmerp
eu.seadatanet.org.gui-edmo

eu.seadatanet.ora.downloadmanaaer
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MB-UHMI

0GS

IOPAN-IOPAS

SMHI

MARIS

MARIS

IPMA

|sbc

|sbc
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|sbc

|sbc

|sbc
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|sbc
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B = Monitoring SDC

a pan-European infrastructure to ease the access to marine dafa

facts

> 95 > 180

sites services

participating running

Reports

SeaDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020 SN 0



B Our Aim

Help users to select the services e «

availoble af any point in time G
= 7,

How can we do that

by emulating what the user does

SeaDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020 <> @B




B  Monitoring SDC

a pan-European infrastructure to ease the access to marine dafa

Monitoring based on User
EXPErience so as to compute

@® Stafus -
@® Availability < q
® Relicbility <O

'
SDC A/R results q

Availability Reliability
94.2 94.53

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020




B  Monitoring SDC

a pan-kEuropean infrastructure to ease the access o marine data

ARGO
Monitoring

What ARGO is truing fo do is to
emulate the user behaviour and
constantly monitor the Services to

orovide:

3L LI

- Real time status reports

- Availabiity and reliabiity reports ® e

- Real time alerts

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020




2 RBeal Time Status Report

Status for sdc tenant - Critical Report

b2safe.b2services.gmet.gr | NEEEEEEG_— I I N S N I E—
data.repo.cineca.it  |EEEENEEG—S I I AN I I N E—
eudat-node5.esc.rl.ac.uk |GGG I N A N I R —

finwhale.dkrz.de
sdc-b2safe-test.dkrz.de

sdc-b2safe.csc.fi

I I D
*
I I R

Show 10 v entries Search:
29.04 00:0¢ 00:05 05.05 00:05 06.05 00:05

“  Endpoint (Group) Metric Timestamp

Replication_Manager (109.234.112.90) eu.seadatanet.org.replicationmanager-check- ~ 2020-04-
status 28T19:57:57Z

Replication_Manager (seadatanet.oasu.u- eu.seadatanet.org.replicationmanager-check-  2020-04-
bordeaux.fr) status 28T19:56:22Z

Replication_Manager (seadatanet.oasu.u- eu.seadatanet.org.replicationmanager-check 2020-04-
bordeaux.fr) 28T19:55:21Z

Replication_Manager (109.234.112.90) eu.seadatanet.org.replicationmanager-check ~ 2020-04-
28T19:54:07Z

Replication_Manager (sdn-rm.ifremer.fr) eu.seadatanet.org.replicationmanager-check-  2020-04-
status 28T19:53:37Z

[ OK] Replication_Manager (emodnet2.ymparisto.fi) eu.seadatanet.org.replicationmanager-check-  2020-04-
status 28T19:57:59Z

[ OK] Replication_Manager (seadatanet.bodc.ac.uk) eu.seadatanet.org.replicationmanager-check-  2020-04-
status 28T19:57:58Z

[ . - PPN

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020
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A/R Reports

BB Availability/Reliability Table L Availability/Reliability Charts

SeaDataCloud

Copy FExcel CSV PDF Search: Show
50 v
entries
Month 2019-06 2019-07 2019-08 2019-09 2019-10
Av Re Av Re Av Re Av Re Av Re
B2ACCESS o o (100 J 100 29.5 JN 5058 o o
B2SAFE m m
Timestamp Availability Reliability
B2STAGE 2019-10-01 o (100 £ MO
B2STAGE_CINECA 2019-10-02 (100 | (100 | m m
20159-10-03
CAS =) o 0 €
2015-10-04 100 ] (100 ]
CSR_SEARCH 99.57 99.57
2019-10-05 (100 ] (100 ]
20159-10-06 (100 ] (100 ]
2015-10-07 (100 ] (100 ]
2019-10-08 (100 ] (100 ]
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2 Real Time Alerts

‘ SeaDataNet ‘ SeaDataNet

® SERVICEGROUP B2SAFE is Critical

The ENDPOINT affected is

@ cudat-node5.esc.rl.ac.uk (b2safe.irods)
SERVICEGROUP B2SAFE became Critical at 2019-04-26T15:13:59Z It became Critical at 2019-04-26T15:13:59Z due to METRIC
The ENDPOINT affected is eu.eudat.b2safe.irods-crud
@ cudat-node5.esc.rl.ac.uk (b2safe.irods)

due to METRIC eu.eudat.b2safe.irods-crud

Summary:
CRITICAL: timed out after 50 seconds
Summary:
CRITICAL: timed out after 50 seconds w
SeaDataNet
Questions? Email SeaDataCloud M
Status of endpoints in B2SAFE: The ENDPOINT affected is
the monitoring team )
@ b2safe.b2services.grnet.gr (b2safe.irods) @ cudat-node5.esc.rl.ac.uk (b2safe.irods)
@ sdc-b2safe.csc.fi (b2safe.irods) It became B at 2019-04-26T07:24:31Z due to METRIC
eu.eudat.b2safe.irods-crud
@ cudat-node5.esc.rl.ac.uk (b2safe.irods)
@ data.repo.cineca.it (b2safe.irods)
@ finwhale.dkrz.de (b2safe.irods) Summary:
@ sdc-b2safe-test.dkrz.de (b2safe.irods) OK: writestatus = 0, liststatus = 0, getstatus = 0, removestatus = 0,

removetrashstatus = 0

Questions? Email SeaDataCloud Monitoring Team

Questions? Email SeaDataCloud Monitoring Team

the monitoring team

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020




) Services
Monitored



ﬂ SeaDataCloUd

To collect the basic information about the SDC Services. The
INformation was useda:

to construct custom probes for the new SDC Services

fO upgrade existing probes In order fo achieve more efficient
nonitoring

@ o hove a better [more detailed) picture of the SDC architecture
and service dependencies. This will faciitate a more accurate way
fo calculate relicblity and availobillity analytics

After completion of the survey, SDC monitoring team will be in contact
with the service administrator(s) to fine tune the design and
development process of the monitoring probes.



B SDC Monitoring Surveuy

Statistics

facts -

3 new

services

participants monitored

Updated Reports

SeaDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020 SN 0



B _ Services from Survey

Status

CDI Import Manager

SPARQL (NVS] .
I
REST (NVS] | CDI Import Manager Dashbboard
| EDMO Sparq| ) |
XMLNVS) | SOAP-webservices
| SEADATANET EDIOS GUI that offer CSRs
org | )
| CDI GUI SDN-DOD
SDIHTTEAR | Cruise Summmary Report
' EDMO CMS
MARINEID | Inventory (CSR]

| EDMERP CMS

EDMO Search
| oroduct catalog (sextant]

EDMERP Search ) product download

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020







B Core Services

Replicated Data

B2ACCESS
Authentication

B2STAGE
API| Server

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020




SEADATANET org

SeaDataCloud

Check the Site 1 https://www.seadatanet.org

4

www.seadatanet.org

27.04 00:0427.04 02:0427.04 04:0427.04 06:0427.04 08:0427.04 10:0427.04 12:0427.04 14:0427.04 16:0427.04 18:0427.04 20:0427.04 22:04

cHuIe

Month 2019-12 2020-01 2020-02 2020-03 2020-04
Av  Re Av  Re Av  Re Av  Re Av  Re

www.seadatanet.org (100 ] (100 (100 ] (100 (100 ] (100 (100 ] (100 (100 ] (100
Av  Re Av  Re Av  Re Av  Re Av  Re

SeaDuruciovu - rFienary 2usu- bBY IWED UAUNFERENCE, UCIOUET £0U20U \ W 4 d



Marine D

SeaDataCloud
check liveness

User
Credentials

Use dummy username and password

Authenticate

Check result

?

i Success .
Authentication is successful

4

auth.ifremer. fr | e O e —
users.marine-id.org | [ o Y

22.04 00:04 23.04 00:04 24.04 00:04 25.04 00:04 26.04 00:04 27.04 00:04
entries
Month 2019-12 2020-01 2020-02 2020-03 2020-04
Av Re Av Re Av Re Av Re Av Re
eu.seadatanet.org.login am e a a» a e a e

cN

Av Re Av Re Av Re Av Re Av Re



@D Vocabularies



B2 .  SPARQL (NVS]

SPARQL query search

SPARQL is standard query language for interrogating knowledge stores such as NVS. The SPARQL
endpoint may be found at https.//vocab.nerc.ac.uk/sparql from where queries may be entered directly
and the return format chosen.

Reads a SPARQL query in string format

Converts it in URL 5 \

Performs the query

prefix
skos:<http://www.w3.0rg/2004/02/skos
o [core#>
: select * where {
d <http://vocab.nerc.ac.uk/collection/P06

Arc minutes [current/UAMN/> skos:prefLabel ?b .}

4

eu.seadatanet.org.nerc-rest-check | [ ) I

eu.seadatanet.org.nerc-sparql-check

eu.seadatanet.org.vocabulary-TCP

eu.seadatanet.org.vocabulary-check

23.04 00:04 24.04 00:04 25.04 00:04 26.04 00:04 27.04 00:04
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B XML (NVS]

Reads the parts of final path

Converts it in URL

Performs the request

Validate XML and checks the result 4 http://vocab.nerc.ac.uk/collection
?
5
The XML code is VALID - The string
exists

4

eu.seadatanet.org.nerc-rest-check | [ ) I

eu.seadatanet.org.nerc-sparql-check

eu.seadatanet.org.vocabulary-TCP

eu.seadatanet.org.vocabulary-check

23.04 00:04 24.04 00:04 25.04 00:04 26.04 00:04 27.04 00:04
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) Other
Services



B SEXTANT

SEXTANT product(s]

Sextant is a marine and coastal Geographic Data Infrastructure (GDI) that aims to document,
disseminate and promote a catalogue of data relating to the marine environment.

Access to product catalog (sextant) 1

Check product download 2

Status for sdc tenant - Critical Report

4

eu.seadatanet.org. product-catalogue | I L —
eu.seadatanet.org.product-download | [ I N

22.10 00:10 23.10 00:10 24.10 00:10 25.10 00:10 26.10 00:10 27.10 00:10

SeaDataCloud - Plenary 2020~ BY WEB CONFERENCE, Ocfober 2020 <>



B CSR

CSR Related checks

Sextant is a marine and coastal Geographic Data Infrastructure (GDI) that aims to document,
disseminate and promote a catalogue of data relating to the marine environment.

SOAP-webservices that offer CSRs 1 is a XML-document
DOD-Catalogue Service check 2
Cruise Summary Report Inventory 3 Check if exists

4

eu.seadatanet.org.csr-dod-catalogue __IIIIIIII-___-—

eu.seadatanet.org.csr-soap-services

eu.seadatanet.org.search-csr _—IIIIII-___-d
22.10 00:10 23.10 00:10 24.10 00:10 25.10 00:10 26.10 00:10 27.10 00:10

SeaDataCloud - Plenary 2020~ BY WEB CONFERENCE, Ocfober 2020 <>



EDMERP

EDMERP GUI and IWebservices

SeaDataCloud

Check if search page is online 1
Check if Ul page is online 2
Post 10233 and expect string 3

Check report page for content

The SeaDataNet pan-European
infrastructure has been developed by
' NODCs and major research institutes

< b from 34 countries'

Predefined urls and data

eu.seadatanet.org. product-catalogue | I [ e
eu.seadatanet.org.product-download | I O Y

eu.seadatanet.org.gui-edmerp-post
eu.seadatanet.org.gui-edmerp-report

eu.seadatanet.org.search-checkon

eu.seadatanet.org.search-edmerp-c...

23.10 00:10 24.10 00:10 25.10 00:10
Seavuirucivuu — ric Y £\U40~ DI NED \C\VNFERCEINGCE, \VCUIVUTT Loy

26.10 00:10

27.10 00:10

N Ol



B EDMO

EDMO user inferface & Search

Check if search is online 1

Check if page is online 2

Get 3051 report and check string _
e Predefined urls and data

Check that xml contains 4
predefined string
Check report page for content <)
 {
i The Hellenic Centre for Marine
Research is the national

laboratory of

4

eu.seadatanet.org.gui-edmo | I e Y
eu.seadatanet.org.search-edmo | I I s O I—

4

eu.seadatanet.org.gui-edmo-callxml

eu.seadatanet.org.gui-edmo-checks. ..
eu.seadatanet.org.gui-edmo-report

eu.seadatanet.org.search-checkon

eu.seadatanet.ora.sparal-edmo-check

4

SeQ[ eu.seadatanet.org.search-edmo-check




B EDMO

EDMO user inferface & Search

Check if search is online 1

Check if page is online 2

Get 3051 report and check string _
e Predefined urls and data

Check that xml contains 4
predefined string
Check report page for content <)
 {
i The Hellenic Centre for Marine
Research is the national

laboratory of

4

eu.seadatanet.org.gui-edmo | I e Y
eu.seadatanet.org.search-edmo | I I s O I—

4

eu.seadatanet.org.gui-edmo-callxml

eu.seadatanet.org.gui-edmo-checks. ..
eu.seadatanet.org.gui-edmo-report

eu.seadatanet.org.search-checkon

eu.seadatanet.ora.sparal-edmo-check

4

SeQ[ eu.seadatanet.org.search-edmo-check




B EDIOS

EDIOS Search

Check if search is online (
eu.seadatanet.org.search-edios ______
22.10 00:10 23.10 00:10 24.10 00:10 25.10 00:10 26.10 00:10 27.10 00:10
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B2 EDMED

EDMED Search

Check if search is online (

4

eu.seadatanet.org.search-edmed ______
22.10 00:10 23.10 00:10 24.10 00:10 25.10 00:10 26.10 00:10 27.10 00:10

4

eu.seadatanet.org.search-edios ______
22.10 00:10 23.10 00:10 24.10 00:10 25.10 00:10 26.10 00:10 27.10 00:10
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B EUDAT Services

\

B2ACCESS B2STAGE
Authentication API| Server

CINECA + <==> DKRZ A or

Science & Technology
Facilities Councd

Replicated Data
CINECA ﬁL @DKRZ A gr

c3C e Science & Technology
Facilities Councd

N _/

B2HANDLE
PID
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2 . B2ACCESS

Authenficate

Authenticate (certificate) 1

Authenticate with login 2

2stage.http-api-checkcert

stage. http-api-checklogin | I o I —
04.10 00:10 05.10 00:10 06.10 00:10
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2 B2SAFE

Store and Replicate

Authenticate (certificate)

Replicate data

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020




B  CD HTTP-AP

Ingestion workflow

Authenticate 1

Create a batch and make async call 2
Check if it is completed 3
Ask a quality check 4

Delete the batch 6

2stage.http-api-checkcert 7
stage.http-api-checklogin | I o —
04.10 00:10 05.10 00:10 06.10 00:10
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B  CD HTTP-AP

UNRESTRICTED ORDER WORKFLOW

List of PIDs

create an order request

Check if it is completed T |
DOLI‘:.15.8 ap
Download the zip from URL PS8 H15! 115280/
432 d8 DE-BI-KRE-
cf) 49756

Delete the order
I

-

SeaDataCloud - Plenary 2020~ BY WEB CONFERENCE, October 2020 <))

2stage.http-api-checkcert

stage. http-api-checklogin | I e o —
04.10 00:10 05.10 00:10 06.10 00:10







B Upstreom Services

SeaDataNet CDI discovery, shopping basket mechanism, and RSM service
components

* Replication Managers
« RSM Service
* Import Manager

EUDAT Services

« EUDAT B2SAFE replication softuare store copies of local SeaDataNet
files
« EUDAT PID

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020




B Replication manager

Latest Version 1047

21

65

replication

managers

monitored

Latest Version 1.0.47

Is part of the new SeaDataCloud ordering system. it
communicaftes with three other components:
* MARIS Import Manager (M -Neuw component] and

e Request Status Manager [RSM -already existing component]
» EUDAT (cloud]

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020




B Replication manager

Latest Version 1047

65

Check is responding

replication
mana g ers Check the health status
monitored
+ Latest Version 1.0.47
MARIS Import Manager

Request Status Manager

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020



RM Stafus

SeaDataCloud

REPLICATION_MANAGER _ILIAE | ) ——
REPLICATION_MANAGER _IMEK | ] —
REPLICATION_MANAGER_IMGW | Iy —
REPLICATION_MANAGER_INRH | [ ) .
REPLICATION_MANAGER_INSTM ) ) —
REPLICATION_MANAGER _IOF_L... | I Iy

REPLICATION_MANAGER_IO! | Iy —
REPLICATION_MANAGER IOLR ! ) S Status
REPLICATION_MANAGER _IORA... [l ) .
REPLICATION_MANAGER_IPMA | [
REPLICATION_MANAGER _ISAC I ) —
REPLICATION_MANAGER_ISMAR NG I . | Metric: eu.seadatanet.org.replicationmanager-check-status
REPLICATION_MANAGER_ISPRA | ) —
REPLICATION_MANAGER_MB_U... | Iy —
REPLICATION._ MANAGER_MHI._ ... _—_— CRITICAL - Service unreachable

REPLICATION_MANAGER _M! [ ) i

REPLICATION_MANAGER _MIO | )

REPLICATION_MANAGER_MRI [ Y y=em——

REPLICATION_MANAGER_MS| [ R —" .
REPLICATION MANAGER Ms! ... I D Status m

Host: 109.234.112.90

Timestamp: 2020-04-27T723:02:57Z

Host : seadatanet.bodc.ac.uk

Metric : eu.seadatanet.org.replicationmanager-check

Timestamp : 2020-04-27719:46:52Z

A HREF=https://seadatanet.bodc.ac.uk:443/ReplicationManager/ target=_blankHTTP OK: HTTP/:

SeaDataCloud - Plenary 2020- BY WEB CONFERENCE, C



RM Versions

IWhich version is used?

SeaDataCloud

@ SeaDataCloud Replication Manager Version status
SeaDataNet

Name URL Edmo Code Version Date

Search 65 items... Search 65 items... Search 65 items... Search 65 items... Search 65 items...
HNODC http://hnodc-dm.ath.hcmr.gr/ 269 1.0.47 2020-10-25T23:00:02Z
IGME-ES http://rmsdn.igme.es/ 310 1.0.45 2020-10-25T23:00:03Z
IMS-METU http://144.122.146.192/ 696 1.0.45 2020-10-25T23:00:03Z
IMBK http://sdn.oceanography.me/ 2432 1.0.47 2020-10-25T23:00:03Z
MSI https://seadatanet.msi.ttu.ee/ 713 1.0.47 2020-10-25T23:00:04z
NIMRD http://sdnrm.rmri.ro:8080/ 697 1.0.39 2020-10-25T23:00:04Z
OSU-SBR http://seadatanet.sb-roscoff.fr/ 521 1.0.45 2020-10-25T23:00:04Z
OASU http://seadatanet.oasu.u-bordeaux.fr:8080/ 1002 1.0.47 2020-10-25T23:00:05Z
MIO http://sdcrm.mio.osupytheas.fr/ 3078 1.0.45 2020-10-25T23:00:05Z
IMGW http://seadatacloud.imgw.pl:8080/ 193 1.0.47 2020-10-25T23:00:05Z

SeabaraCloud - Plenary 2020~ BY WEB CONFERENCE, October 2020 (PN






ﬁ SeaDataCloUd

In SeaDataCloud a group of advanced downstream
services were deployed for users to take more advantage
of all the available data resources and to facilitate users in
their analytical processes. This is the Virtual Research
Environment (VRE) that facilitates collaborative and
iIndividual research concerning using, handling, analysing
and processing ocean and marine data into value-added
data products which can be integrated, visualised and
published using high level visualisation services.

MARINE (U)




B.Virtual Research Environment

SeaDataCloud
The list of services

Legal Notice  Privacy Policy

PAN-EUROPEAN INFRASTRUCTURE FOR

E OCEAN & MARINE DATA MANAGEMENT A Dashboard =& Contact ® Help [aa) Bg @ Themis Zamani ~
SeaDataCloud

Dashboard

= ] o
'
—
Private Jupyter Survey
workspace Notebook
webODV DIVA Jupyter DIVA HP Jupyter
Notebook Notebook

4

e =) >

ERDDAP BioQC

Fa
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2 .. Main Components

What is actually monitored ?

In order to use VRE you have to login.

Once you are logged in
a) Dashboard should work

b) Private Workspace should be available

c) The Services should be available

1. WebODV (extractor, Explorer)

Zo i e (DI il
5. erddap
4. BIOQC

5. Iz

VIZ check

SeabDataCloud - Plenary 2020- BY WEB CONFERENCE, October 2020
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B M\onitoring Status Page

Is the service wokring in VRE ? Can | use it?

https://vre.seadatanet.org/status/

SeaDataCloud

VRE Status Page

O auto-refreshed on UTC time: 2020-10-25T22:59:04Z

83 WEBODV [ Heatt |

I ERDDAP Healthy |
laa VIZ  Healthy |
@ BioQC =3

H File Selector [ Healthy |

Dashboard =3

Core infrastructure services

& Docker [ Healthy |
</> NGINX heaithy |
f Accounting [ Healthy |

4 Log Transfering ==
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ﬂ SeaDataCloud I I‘ \

. A/R Compute . o .
| ok Engine A second instance of monitoring engine

is deployed in OGS.

Now, we have an monitoring service Iin
High-Availabllity mode which means no
Messaging single point of failure.
Service
A fully redundant moniforing system ano
Q service level that guarantee’s the best

availability.

Monitoring Engine instances

<> G







Ul Elements

SeaDataCloud

Home / Dashboard / sdc - Critical

Availability/Reliability - Last 30 days = Last statuses —
SeaDataNet B Availability [ Reliability “
100
SDC Critical report o8
96
94
PROJECT (@)
92
SERVICEGROUPS 90
88 O 0ok:67
SERVICE TYPES T S — O Warning: 8
A O N &> L ® L N N D YN N D .
Q(b,‘b Q(bﬂ/ Q(bfb QVQ Q»? Qv,o Q»P Qw\ Qw\ Qw\ Qv\ Qy\ Qw”’ Qva Qb;v Qva (O Unknown : 0
O Critical : 4
Availability Reliability O Missing : 0
97.83 97.83
Last Status Checks Downtimes
Show 10 v entries Search: Show 10 v entries Search:
“*  Endpoint (Group) Metric Timestamp Site Type Start (UTC) v End (UTC)
CRITICAL Replication_Manager eu.seadatanet.org.replicationmanager-  2020-04- Q BSH m 2020-03-11 14:00 2020-03-11 19:00 Q
(seadatanet.oasu.u-bordeaux.fr) check 26T15:00:19Z
BSH [ OUTAGE | 2020-02-1407:00  2020-02-1500:00 Q
Replication_Manager eu.seadatanet.org.replicationmanager- ~ 2020-04- Q
(194.177.194.192) check 26T14:59:54Z GRNET [ OUTAGE | 2019-11-0413:00  2019-11-0423:00 Q
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2 Documentation

Home / Web Ul Documentation

@ Availabilities/Reliabilities @& Status () Downtimes @ Dashboard

B Custom report 1 Global information

1 Global information

The SDC monitoring infrastructure di\
® The first category includes the (
® The second category includes a

Core Services

The first category 'Core Services' consi
1. The Infrastructure Service Groug
2. The Homepage Service Group
3. The Downstream Service Group

The above 3 Service Groups, should a

SeaDataCloud - Plenary 2020-

@ Availabilities/Reliabilities @ Status () Downtimes @ Dashboard [ Custom report

@ Availabilities/Reliabilities

Availability/Reliability
Availability/Reliability Table
Daily Availability/Reliability Table
Availability/Reliability Charts
Other Functionalities

Availability/Reliability

Availability: Service Availability is the fraction of time a service was in the UP Period during the known interval in a given period.
Reliability: Service Reliability is the ratio of the time interval a service was UP over the time interval it was supposed (scheduled) to be UP in the given per

From this page you can see the latest values for monthly repoorts for A/R for your infrastructure. A report is actually a configuration file that is used to desc
check, the metrics you want to use for each service and the grouping of the services.

The report may contain A/R values based on the group you chose in the Configuration Management Database :

¢ Sites: List of services that participate in the site
¢ Project: A list of services that are used in a project.

Availability/Reliability Table
BY WEB CONFERENCE, October 2020 N




2 Documentation

InfFormation about all items In the Ul

T UOWIILITIE CidS5HIeduUoll (sireuuteuyuriscrieauted) 1s ueLerinineu duworiiducdlly

The first thing you have to do is to select the "Add Downtime" on the menu on the left. (see image below)

GOCDB 5.7.3

Welcome to GOCDB

GOCDB is the official repository for storing and presenting EGI topology and resources information.

Browse
My Resources

Projects

iy What information is stored here?
Sites BB Availability/Reliability Table L Availability/Reliability Charts
Service Groups The GOCDB data consists mainly of
SRR Participating National Grid Initiatives (NG
Scopes Grid Sites providing resources to the infrastructure
Resources and services, including maintenance plans for these resources .
Role Action Map ) N Copy Excel CSV  PDF Search: Show
Add Participating people, and their roles within EGI operations 0 .
A .
dd Site Data are provided and updated by participating NGls, and are presented through entries
Add Service Group
> Add Service Please note _ o Month 2019-12 2020-01 2020-02 2020-03 2020-04
R tis a catch-all” service. This means it is centrally hosted on behalf of all N
Sowntimes f an organisation deploys and uses their own system or a local GOCDB ins! 1AV R2 Av Re Av Re Av Re Av Re
Active & Imminent
Downtime Calendar @ 79.25 |
About GOCDBS
Doc, Help & Support (9154 I 0225 | [92.47)
GNOCNR Admin
[ 25.51 SN 25 51 o J o | 25.26 S 25 26 | (3127 B 5127 [ 36.71]
a e (59.15 Lo B o | 0O O o I o |
@m m 94.54 (1.2 B 1.23 | 8572 @ o

Oth er Fu N Cti ona l|ties Image 1: Availability/Reliability Table
All the pages under this section offer the functionality of searchingin D) j [y Availabi l|ty/Re[|a bi l|ty Table

The Daily Availability/Reliability Table display information about:

Search: Show
50 : e Availability
entries e Reliability
¢ Unknown: the period (start_time --> end_time) in which a specific service / service endpoint was in an unknown Status. In t
day.
S image 3: Search e Downtime: the period (start_time --> end_time) in which a specific service / service endpoint was in scheduled downtime. |

downtime during this day.
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